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ABSTRACT 

The most important study in medical research is the prediction of type 2 diabetes in patients. As 
far as type 2 diabetes prediction models go, there are a number of options. Nevertheless, due to 
subpar quality, the desired outcome was not achieved. Nan characteristics in the gene data make 
type 2 diabetes prediction as complicated as possible. Scores for both performance and 
prediction were low due to the flaws. Consequently, the plan is to create a new method for 
predicting type 2 diabetes using chimpanzees and functional link neural architecture (CbFLNA). 
Methods such as feature selection, categorization, and gene expression have been carried out as 
part of the pre-processing methodology. The first steps were to import the genomic database, 
preprocess the data, and extract the meaningful features. Next, sort the individuals' illnesses 
according to the likelihood that they have type 2 diabetes. When all was said and done, the 
model's performance was evaluated, and it achieved a very high accuracy score in the prediction. 

Keywords: Genomic data, Functional link neural approach, Normalization, Chimp optimization, 
Feature selection. 

1. INTRODUCTION 

When insulin secretion or production is inadequate, a metabolic illness known as diabetes 
develops [1]. This leads to high blood sugar levels. Worldwide, 285 million people were 
predicted to suffer from hyperglycemia in 2010 [2]. According to the present rate of evolution of 
the sickness, this figure has been increased to 552 million through 2030 [3]. About 10% of the 
population will have diabetes by the year 2040 [4]. Diabetes is becoming more common due to 
people's increasingly individualistic behaviors, varied diets, and higher standard of living [5]. 
Research developing fast and easy ways to diagnose and cure diabetes is, thus, worthwhile [6-7]. 
Genomic sequences are the basis of a diabetes diagnosis. It leads to a more accurate and suitable 
result, which encourages the development of better habits that are less likely to require insulin 
soon [8]. Furthermore, Fig. 1 reveals the diabetes prognosis that is based on genomic data. 
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                                           Fig.1 Genomics-based diabetes prediction 

Patients can slow the advancement of their diseases and enhance their overall health with a very 
accurate diagnostic [9]. Two applications of AI exist: condition prediction [10] and anomaly 
diagnosis [11]. Diabetes might be predicted using forward-looking approaches based on present 
and past health problems [12]. Multiple complications and an increased risk of early death can 
arise from this genetic disorder [13]. Some disease-related features have been discovered, albeit 
tentatively, in previous association and candidate gene studies [14-15]. The results of those 
genetic studies were considered useless all the way through, regardless of where the genes were 
located [16-17]. Recently, genes associated with type 2 diabetes sickness have been discovered 
by genome-based broadest association techniques [16]. Also included in the genome data are 
single-molecule polymorphisms [18-20], which are common in human chromosomes and have 
been shown to characterize a variety of disorders [21].  

Models trained using deep networks [22-24], spatial-temporal systems, etc., are adequate for 
predicting type-2 diabetes when other feature selection methods are fine-tuned in the 
classification layer. However, due to its restricted features, it is neither acceptable or adequate 
for prediabetes prediction. Determining the best neural system to use as a diabetes recognition 
framework was thus the primary goal of the current investigation. 

An analysis of the study's primary finding is presented below. 

• Genomic data was used mostly for training the system. 
• Therefore, in order to identify the forms of diabetes mentioned, a new CbFLNA is 

developed with the necessary functional properties. 
• The second layer of CbFLNA is responsible for filtering the noise characteristics, which 

is done during the pre-processing stage. 



• Now that the data has been updated, the classification layer can take it as input and 
choose the necessary elements. 

•  Additionally, prediabetes and type 2 diabetes were identified and categorized from the 
defined segments. 

• After all that, we checked the suggested model's accuracy, recall, precision, f-score, and 
error rate, and we saw that it performed better than the previous models.  

Section two presents the present work paper as linked work, and Section three reveals the 
traditional method's problem statements. Section four then elaborates on the remedy for the 
problem that has been defined. In Section 5, we talk about the new solution's validated result. 
Section 6 served as the paper's conclusion.  

 2. RELATED WORKS 

Below, we will describe a few of the recent studies that are relevant to our current work, 

Different types of diabetes are defined according to the severity of the condition. Similarly, 
features for detecting and diagnosing diabetes and its severity have been presented by Joseph 
Bamidele Awotunde et al. [25] using deep neural mechanisms. To assess the dependability of the 
deep network, genetic data is used here. In addition, the genetic algorithm problem governed the 
operating levels of the deep network. The results were then compared both before and after the 
optimization function was used. On the other hand, incorrect diagnosis of type 2 diabetes does 
occur occasionally.  

The most pressing need is a prediabetes detection system in order to lessen the effects of 
diabetes. Accordingly, an intelligent network-based spatial-temporal system has been presented 
by Maher Abdallah et al. [26]. Prior to deployment, the prediabetes prediction had a high 
sensitivity score, which was enough to estimate the likelihood of diabetes. To get the relevant 
characteristics, nevertheless, an extra feature selection model using optimization features was 
necessary.  
Diabetes detection makes good use of smart technologies in addition to novel, intelligent 
methods. By turning on several smart devices within the human body, Saiteja Prasad Chatrati et 
al. [27] have successfully established the framework for diabetes identification. It routinely 
monitors the biological parameters of the human body and provides the predictive results. But 
this prediction device is pricey in comparison to other novel methods. Additionally, no feature 
selection or classification is carried out.  

In order to routinely assess the body's condition using the primary biological indicators, such as 
insulin level and blood pressure, Markku Laakso et al. [28] presented the biomarker approach. It 
is believed that this procedure can detect diabetes automatically whenever it occurs. The medical 
data cloud was also informed of the tracked results. Here, the signal of the physical parameter 
anticipated the biological changes. But prediabetes prediction and classification are not its strong 



suits. 
 
A methodology for analyzing the severity of renal disease using diabetes prediction was 
presented by Heejin Jin et al. [29]. Here, both the genetic and chronic disorder data sets were 
taken into account. This analysis allowed for more accurate prediction of the effects of diabetes 
on renal illness. Consequently, the medical application's most pressing need is a diabetes 
prediction framework to assess and analyze the many aspects of the condition. Having said that, 
it is not possible to accurately forecast diabetes outcomes on chronic data alone. 

3. SYSTEM MODEL AND PROBLEM STATEMENT 

The main objective of this research study is to detect type 2 and prediabetes. But it's not easy to 
tell how bad the diabetes is just by looking at the genes. In the past, many feature selection 
strategies were used to uncover diabetes traits in genetic data. But it won't be enough to analyze 
and detect every aspect of diabetes. In light of this, the current study has used an optimal deep 
network architecture to forecast the various forms of diabetes using gene feature analysis.  
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Fig: 2 Conventional prediction issues 



As shown in Figure 2, the conventional standard method's prediction system is detailed. The 
process's pre-processing mechanism has filtered out features with low noise levels. The illness 
aspects that aren't relevant have been chosen by the feature selection. As a result, significant 
feature extraction requires more than just feature selection. It optimizes algorithm complexity at 
the expense of accuracy. In order to circumvent these issues, a functional link neural technique 
based on Chimp was used for type 2 diabetes prediction. 

4. PROPOSED METHODOLOGY 

Analyzing and predicting Type-2 diabetes and prediabetes is the goal of a new Chimp-based 
Functional link neural approach (CbFLNA). The genomic information used in this study is also 
taken into account when predicting the prevalence of prediabetes and type 2 diabetes. Using 
insulin and blood pressure rates, prediabetes and type 2 diabetes can be determined in this 
setting. The feature analysis, diabetes prediction, and classification processes began with pre-
processing the genetic data, which was subsequently used as input to the classification layer. As 
a last step, we compared and contrasted the performance measures across different models. 

                 

                                                   Fig.3 Proposed architecture  

Figure 3 depicts the framework of the suggested methodology. Analyzing and predicting type 2 
diabetes and prediabetes need this methodology. By conducting comparative studies, we can 
provide the performance evaluation of gene prediction in each dataset. 

4.1 Proposed methodology 



There are five levels to the process of the suggested methodology: input, filtering, categorization, 
optimization, and output. The CbFLNA method, which relies on Chimpanzee, can carry out the 
operation.  
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                                                         Fig: 4 CbFLNA processing layer 

As shown in Figure 4, the unique CbFLNA's functional layers are detailed. In this step, the input 
layer received the acquired dataset. The filtering layer has already performed the pre-processing. 
The data that had been filtered for noise was then input into the classification layer. The next step 
is to sort the parameters using chimp's optimization tool, and then pass the optimized result on to 
the output layer. 

4.1.1 Pre-processing  

The genomic data was initially loaded into the Python environment after collection. Data training 
was defined by Eqn 1.  



                                                     ),....2,1(][ kn ddddG =                                                          (1) 

In this case, G stands for gene expression, and and are the data labels for the gene expression, 
with and being the total amount of data points. Despite reducing the algorithm's complexity, the 
data quality is huge, which impacts the forecast outcome. It simplifies the dataset while 
maintaining excellent accuracy. Therefore, a crucial part of the process is data pre-processing.  

                                                    ][(][ ann ndxdP −=                                                        (2) 

Both the normal and Nan characteristics are present in the input dataset. To make the dataset 
more straightforward, the pre-processing function removes the normalization and Nan 
characteristics. Applying Eqn. (2) accomplishes the pre-processing purpose. This is where the 
pre-processing variable is represented. na stands for both Nan characteristics, while x is the 
tracking variable. The pre-processing function produces an uncomplicated dataset. 

4.1.2 Feature selection 

Feature selection of the most relevant features in the dataset is used to select the subset. It 
optimizes prediction accuracy while decreasing execution time. Feature selection is picking out 
the most relevant disease characteristics from the dataset and extracting them. The disease's 
maximum and minimum matching attributes are both included in the dataset.  

                                            ][)( snn fdadGF −+=                                                     (3) 

The feature selection procedure has been completed by Eqn 3. F stands for the feature selection 
function variable. There are desirable and undesirable features in the dataset. Obtaining the 
desired features completes the feature selection process. A represents the tracking variable, while 
fs stands for the desired features. 

4.1.3 Classification and Prediction  

Both normal and disease-specific characteristics are defined by the categorization function. The 
initial dataset typically includes both typical and out-of-the-ordinary elements. Consequently, 
gene expression and illness feature classification were accomplished using the disease feature 
dataset. Lastly, the classification layer was used to classify the illness features. 

                                        { }NormalGif
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The condition in the classification function is in the form of ])1,0[(Gif . The Eqn 4 represented 
the classification function of the disease features. Two instances [0, 1] were run through the 
categorization function. The normal features are denoted by 0, and the aberrant features are 
denoted by 1.  



4.1.4 Disease prediction 

Make predictions about the examined disease samples using the current gene features after 
feature selection and the classification function. Using the Eqn 5, one can anticipate the 
occurrence of an illness. 

                                             1.0
max

1Pr +
−

×=
Gn

dsobability                                                  (5) 

A probability value of one indicates that the maximum number of genes have been considered. In 
the samples of this gene that have been analyzed, more than one likelihood equals 100%. The 
illness samples that were analyzed can be characterized as follows: ds. Some essential features 
include glucose, protein, blood cholesterol levels and blood pressure Gnmax_ . The trained 
genomic disease database has shown that certain gene characteristics are different. 

                                                      Algorithm1: CbFLNA 

Start 

{ 
 Data initialization() 
 { 
 ;,....3,2,1)(int ndG n =  
 //initialize the disease database 
 } 

 Pre-processing() 

 { 

 ;,,int anxP  

 //initialize the pre-processing variables 
 

ann nddP −→)(  
 // Removing the noise features 
 } 
 Feature selection() 
 { 
 ;,int sfF  

 //initialize the feature selection variables 

 
sn fdSelect −→  

 //selecting the maximum matching features 



 } 

 Classification() 

 { 
      0))(( =dGif  

 { 

 Normal 

 }else (Abnormal) 

 } 
 Gene expression() 
 { 

 )(max_Pr GntionClassificaob →  
 // classified the maximum number of genes 

 } 

} 

Stop 
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                                           Fig.5: A schematic of the CbFLNA process 



In Fig. 5, we can see the detailed procedures for applying the suggested model. The algorithm 
then describes the pseudo-code for the detailed mathematical formulation. There are both healthy 
and unhealthy qualities in the dataset. 1. Feature selection and illness sample classification were 
done in the first step. In addition, only samples from patients with diseases had their gene 
expression profiles determined. Several categorization metrics were used to determine the 
CbFLNA's performance after the indicated stages were processed.  

5. RESULT AND DISCUSSION 

We used the Windows 10 framework to implement the innovative CbFLNA approach, which 
was validated in the Python environment. Genomic data is the database that is considered for 
testing and validation. "Normal" and "abnormal" data points coexist in the dataset.  

                               Table.1: Detailing the parameters for execution 

                                                         Description of parameters 

          Programming environment                            Python 

              Total sample count                               1512 

               Operating system                         Windows 10 

                  Optimization                       Chimp optimization 

                     Database                       Genomic data 

                  Deep network               Functional link neural network 

You may see the details of the execution parameters in Table 1. It was in the pre-processing step 
that the training errors were first eliminated. The classification step then made use of the data 
that had been corrected for errors. Not only that, gene expression was predicted, and 
performance evaluations can be based on a number of other criteria. 

5.1 case study 

We conducted some test validation to ensure the proposed methodology was working properly, 
and we reported the results in a methodical way. The dataset on diabetes and genes was used to 
validate the tests. The total number of samples is 1,701. A total of 1,360 samples were used for 
training purposes, whereas 341 samples were used for testing. 

Table.2: Database details 

                                                  Total no of samples: 1701 



                        Abnormal                              583 

                          Normal                              1118 

                                                        Training(80%):1360 

                         Abnormal                              476 

                           Normal                              884 

                                                         Testing(20%): 341 

                        Abnormal                               107 

                          Normal                               234 

 

You may find the database's details in Table 2. Also, samples are taken into account for training, 
with 476 samples being aberrant and 884 being standard. Additionally, out of 341 samples, 234 
were found to be normal and 107 to be abnormal.  

            

a) 



     

b) 

                                         Fig: 6 a) Training accuracy b) Training loss 

Over the training epoch, the CbFLNA's accuracy and loss were evaluated, as shown in Fig. 6. 
One way to measure how well a diabetes prediction system works is by looking at its train-test 
validation exactness score. By utilizing loss metrics and evaluating the framework via its dual 
training and test validation phases, we can determine its failure ratio. 



                         

                                                              Fig.7: Confusion matrix 

As shown in Figure 7, the projected effect manifested as a network confusion. Achieving a 
positive or negative score for each true or false class represented the categorization outcome. In 
this scenario, the forecast was split into two categories: zero and one. The normal value is 0, and 
the abnormal value is 1. 

5.2 Performance assessment 

By computing the main metrics used for validation, such as accuracy, recall, precision, and f-
score, the improvement score of the unique CbFLNA that was constructed could be supported. 
Utilize the newly linked model to examine the enhancement in performance. Some examples of 
current models are Random Forest (RF) [30], Bagged decision tree (BDT) [31], Multilayer 
perceptron (MLP) [32], and Edited nearest neighbour (ENN) [33]. 

5.2.1 Precision: Precision is the measure of the optimistic forecast that characterizes the 
proportion of outliers in the total samples. We used Eqn (6) to determine the metrics' precision 
measure. 

                                                        
TPFP

TPecision
+

=Pr                                                       (6) 



                   

                                                       Fig. 8 Precision assessment 

The ENN approach achieved a precision of 76%, the RF method 84.97%, the BDT method 
99.998%, and the MLP method 93.5 %. The suggested innovative CbFLNA technique achieved 
99.70% accuracy when the comparable mechanism was taken into account. The data is shown in 
Figure 8. 

5.2.2 Accuracy: When determining whether data is aberrant or normal, accuracy is the defining 
factor. Taking the average of the positive and negative scores for the forecast is how accuracy is 
calculated. Equation (7) was used to calculate the accuracy measure. 

                                  
FNFPTNTP

TPTNAccuracy
+++

+
=                                                         (7) 



                    

                                                      Fig.9 Accuracy assessment 

The ENN approach achieved 91.4% Accuracy, the BDT method 99.14%, the RF method 
84.95%, and the MLP method 93.46%. The suggested innovative CbFLNA technique achieved a 
99.70% Accuracy when the comparison mechanism was taken into account. Figure 9 displays 
the data. 

 5.2.3 Recall: The section of the anomalous case that has successfully retrieved the whole 
anomalous sample is called recall. The metrics recall are defined by Eqn 8.  

                                             
FNTP

TPcall
+

=Re                                                                         (8) 



                

                                                   Fig.10 Recall assessment 

The ENN approach achieved a recall of 70%, the BDT method 99.32%, the RF method 84.95%, 
and the MLP method 93.5 %. The suggested innovative CbFLNA technique achieved a recall of 
99.70% when taking the comparison mechanism into account. In Fig.10, the data is shown. 

5.2.4 F-score: The F-score is a measure of the system's performance that depicts the relationship 
between recall and precision. Prediction statistics of true and false scores are averaged to get the 
f-score. The f-score measurements were checked using Eqn (9) 

                                        
callecision
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×
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                                                       Fig.11 F-score assessment 

The ENN technique achieved an f-score of 73%, the RF method an f-score of 84.77%, the BDT 
method a 99.15%, and the MLP method a 93.4 %. The suggested innovative CbFLNA technique 
achieved an f-score of 99.70% when taking the comparison mechanism into account. Figure 11 
displays the data. 

5.2.5 Error rate: When comparing a technique to an accurate one, the metrics error rate 
indicates how far off the mark the methodology's predictions are. Equation (10), which measures 
the error rate, 

                                      
TNFNFPTP

FNFPrateError
+++

+
=                                                     (10) 



              

                                                             Fig.11 Error rate assessment 

There is an error rate of 0.008 with the ENN approach, 0.02% with the BDT method, 0.16 with 
the RF method, and 0.07 with the MLP method. An error rate of 0.002 was recorded while 
comparing the mechanisms of the proposed novel CbFLNA approach. Figure 12 displays the 
data. 

5.2.6 Time: Duration needed to finish the whole procedure of 2D diabetes prediction. Time 
spent training is 4.757 seconds, time spent testing is 0.175 seconds, and time spent executing is 
74.1547 seconds according to the suggested technique. 

                                                         Table.3: Comparison assessments 

 

Methods 

 

Precision 
(%) 

 

Error 
rate 

 

Recall 
(%) 

 

F-score 
(%) 

 

Accuracy 
(%) 

 
ENN 

 
76 

 
0.008 

 
70 

 
73 

 
91.4 

BDT 

 

 

98.98 

0.02  

99.32 

99.15  

99.14 



 

RF 

 

85.97 

 

0.16 

 

84.95 

 

84.77 

 

84.95 

 

MLP 

 

93.5 

 

0.07 

 

93.5 

 

93.4 

 

93.46 

 
Proposed 

 
99.70 

 
0.002 

 
99.70 

 
99.70 

 
99.70 

5.3 Discussion 

All performance analyses yielded a very accurate score for the unique CbFLNA, confirming that 
the proposed model worked as expected. Results show that the suggested approach works well 
for predicting the onset of type 2 diabetes. Table 4 shows the overall success of the unique 
CbFLNA approach. 

                                        Table.4: Overall performance of CbFLNA 

                                                        Performance of CBRDTF 

                Efficiency parameters                  Performance (%) 

                       Precision                         99.70 

                         f-score                          99.70 

                          Recall                          99.70 

                          Time                         74.1547s 

                        Error rate                        0.002 

                       Accuracy                         99.70 

 

In Table 4 we can see how well the new CbFLNA technique worked in general. The recognition 
effectiveness has been reported to be 99.70% across all prediction measures. The accuracy 
achieved by the suggested method was 99.70%. When compared to the current process, the 
accuracy rate is high. By achieving the best possible outcome in the prediction parameters, the 
suggested model demonstrated the exceptional performance of the new CbFLNA. 

6. CONCLUSION 



In order to forecast patients' risk of developing type 2 diabetes and prediabetes using genomic 
data, this study employed the innovative CbFLNA methodology. The input data is first cleaned 
up by removing the Nan characteristics. Following the termination of the Nan features, the 
feature selection phase is employed to choose the most relevant features for categorization. 
Afterwards, the classification layer was thought to take the error-free data as input. To forecast 
T2DM with an accuracy score, the Chimp optimization technique is employed. Two scenarios, 
normal and abnormal, are included in the forecast. Then, the methodology's performance was 
determined using the classification. The accuracy of the technique for predicting type 2 diabetes 
is 99.70%, and the prediction score is 1% higher than that of the traditional method. Also, the 
error rate for the proposed task is 0.002%. The result was a 1% improvement over the 
conventional method. A high performance was achieved by the suggested methods. This effort 
does not, however, implement security. This approach, when used in conjunction with future 
security implementation designs, will provide superior outcomes. 
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