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Abstract 

Oral cancer (OC) recognition involves leveraging innovative technologies like imaging 

models and machine learning (ML) techniques to analyze oral cavity anomalies, helping in 

the initial analysis and enhancing treatment results. These new methods contribute to 

appropriate intervention and the probable for improved existence rates in individuals in 

danger of oral cancer. The normal analysis of oral cancer is the microscopic study of 

specimens detached especially over incisional biopsies of oral mucosa through a clinical 

spotted suspicious lesion. The use of deep learning (DL) methods is effective in many kinds 

of cancer; but, a restricted research study has been completed utilizing histopathological 

OSCC images. Unlike conventional ML, which needs physical feature removal and reflects 

area expertise, DL can mechanically remove features with an alteration from hand-designed 

to data-driven features. Despite the customary medical techniques employed in oral 

classification, automatic models dependent upon a DL framework display promising 

outcomes. Therefore, this article presents an automated lion optimization algorithm with a 

deep transfer learning-based oral cancer detection and classification (LOADL-OCDC) 

methodology. The main intention of the LOADL-OCDC technique is to recognize and 

categorize the occurrence of oral cancer into distinct classes. The LOADL-OCDC technique 

follows a multistage process. Initially, the LOADL-OCDC technique performs bilateral 

filtering-based noise elimination and CLAHE-based contrast improvement. Next, the 

EfficientNet model can be applied to learn complex and intrinsic feature patterns from the 

pre-processed images. In the presented LOADL-OCDC technique, the lion optimization 

algorithm (LOA) can be applied for fine-tuning the hyperparameters of the EfficientNet 

model. For cancer detection, the LOADL-OCDC technique applies a deep recurrent neural 

network (DRNN) system. A general experimental study is created to investigate the detection 



results of the LOADL-OCDC technique. The complete comparison study reported the 

supremacy of the LOADL-OCDC system in terms of different measures.  

Keywords: Oral Cancer; Transfer Learning; Lion Optimization Algorithm; Bilateral 

Filtering; Histopathological Image 

1. Introduction 

Currently, the rate of oral cancer (OC) especially OSCC is growing, and the primary cause 

behind this increase must be tobacco chewing, consuming alcohol, and more. In India, the 

mortality rate of OC is also higher [1]. There are commercial announcements about the 

difficulty of consuming alcohol and tobacco; but, because of insufficient knowledge and 

shortage of understanding, people should be quiet in the routine of tobacco and alcohol which 

leads to a rise in the counts of OC patients [2]. Major international organizations for research 

carried out a review and forecast the amount of cancer patients should rise from 1 million by 

2012 to more than 1.7 million by 2035. It indicates that the mortality rate can also further 

improve from 680,000 to 2 million. Therefore, it will be of great significance for diagnosing 

OSCC at its earlier phase thereby the treatment will begin as early as potential, and the 

mortality rate because of OC will be decreased [3-4]. 

With the development of technology, several research workers for the earlier identification of 

OC have implemented continuous research work, and, simultaneously, a massive quantity of 

OC information is gathered and achieved accessible for exploration [5-7]. The most complex 

task for physicians is to properly forecast the variety and phase of cancer. The traditional 

technique employed by medical specialists is the physical screening in the initial phase and 

thereafter, for purpose of the conformity, a biopsy should be employed [8]. With the 

enhancement in computer technology, numerous machine learning (ML) methods besides 

image processing algorithms have been employed by research work for predicting the phase 

and variety of cancer, which will support medical specialists in providing the best treatment 

for OSCC patients [9]. Amongst various imaging methods, the histopathological imaging 

(HI) method is highly applicable for diagnosing OSCC. Consequently, we considered normal 

color images and HI of OSCC for identification and classification issues [10-12]. 

Computer-assisted diagnosis (CAD) increases patients’ possibilities of survival over an 

earlier analysis of OSCC. Artificial intelligence (AI) technologies have contributed to 

different medical domains like analyzing medical images for earlier identification of diseases 



and cancers [13]. AI methods train models with a huge amount of the dataset thus, they 

achieve the capability and knowledge and store them, and later their effectiveness could be 

confirmed over novel images whose features have been removed and related to the kept 

features followed by categorized dependent upon the resemblance amongst the features of the 

novel image with the kept features (data trained) [14]. AI models functioned for recognizing 

biomarkers to predict OSCC, decrease the workload of doctors, and understand complex data 

in HI. In current times, deep learning (DL) models have been developed with higher 

capability for analyzing medical images equated with the effectiveness of human specialists. 

This article presents an automated lion optimization algorithm with a deep transfer learning-

based oral cancer detection and classification (LOADL-OCDC) approach. The LOADL-

OCDC technique follows a multistage process. Initially, the LOADL-OCDC technique 

performs bilateral filtering-based noise elimination and CLAHE-based contrast improvement. 

Next, the EfficientNet model can be applied to learn complex and intrinsic feature patterns 

from the pre-processed images. In the presented LOADL-OCDC technique, the lion 

optimization algorithm (LOA) can be applied for fine-tuning the hyperparameters of the 

EfficientNet model. For cancer detection, the LOADL-OCDC technique applies a deep 

recurrent neural network (DRNN) model. The comprehensive comparison study reported the 

supremacy of the LOADL-OCDC approach in terms of dissimilar measures. 

The present work is structured in a manner that, Section II provides a concise overview of 

recent research discoveries. In Section III, we present a comprehensive overview of our 

proposed methodology. The Discussion of results and the datasets utilized in our study are 

given under Section IV. Section V reports State of art comparison at last Section VI, 

concludes the paper. 

2. Related works 

Ananthakrishnan et al. [15] intended to categorize carcinogenic and normal cells in the oral 

cavity by employing 2 various techniques to achieve higher accuracy. The primary method 

mines local binary patterns (LBP) and metrics obtained in a histogram of the database and 

was provided to numerous ML algorithms. Another technique employs an integration of 

random forest (RF) and NNs as a backbone feature extraction for classification.  In [16], 

explore the most recent oral cancer classification methodologies employing digital image 

processing, with the results of reliability, performance, affordability, and outcomes being 

assessed. This study reviewed performances of various approaches and procedures proposed 



for classifying oral cancers. In [17], an innovative technique employing DL dependent upon a 

metaheuristic technique was developed to offer a precise cancer analysis tool. The authors 

initially utilize 3 preprocessing algorithms, comprising data augmentation, noise reduction, 

and Gamma correction for increasing the quality of the raw images as well as their numbers 

to offer sufficient data in the training of CNN.  

Al Duhayyim et al. [18] presented a new CAD for OC employing Sailfish Optimizer with 

Fusion-based Classification (CADOC-SFOFC) technique. This system defines the presence 

of OC under medicinal pictures. To complete this, an integration-enabled feature extraction 

method was executed by implementing ResNet and VGGNet16 architecture. Further, feature 

vectors have been combined and entered into the extreme learning machine (ELM) algorithm 

for the categorization method. Additionally, the SFO method was applied in the efficient 

parameters choice of the ELM algorithm, therefore leading to superior performance. Warin et 

al. [19] developed to estimate the effectiveness of DCNN techniques for classifying and 

identifying OSCC and oral potentially malignant diseases (OPMDs) in oral HI. Nanditha et 

al. [20] introduced a study was an effort to design an automatic model to diagnose OC by 

utilizing DL methods. An ensemble DL technique that integrates the advantages of Resnet-50 

and VGG-16  was established. 

In [21], an innovative DL-based modified-CNN (MCNN) for correctly recognizing and 

categorizing the abnormal, and normal condition of oral cavity. The developed MCNN was 

an enhanced type of CNN wherein the parameters of CNN have been enhanced under the 

Stochastic gradient optimization (SGO) method for classifying either abnormal or normal. 

Begum and Vidyullatha [22] attempted to implement an automatic identification of malignant 

and benign oral sample HI by applying a DL-based CNN technique for the primary diagnoses 

of OSCC. Currently, four proposed pre-trained DL-CNN methods DenseNet201, 

InceptionNet, NASNetLarge, and Xception were chosen using the TL method. 

3. The Proposed Method 

In this article, we have designed an automatic LOADL-OCDC methodology. The foremost 

intention of the LOADL-OCDC method is to recognize and classify the occurrence of oral 

cancer into distinct classes [23-24]. The LOADL-OCDC technique follows a multistage 

process namely image preprocessing, EfficientNet-based feature extraction, LOA-based 

hyperparameter, and DRNN-based classification processes. Fig. 1 represents the entire flow 

of the LOADL-OCDC system.  



 

Fig. 1. Overall flow of LOADL-OCDC approach 

3.1. Image Preprocessing 

Initially, the LOADL-OCDC technique performs BF-based noise extraction and CLAHE-

based contrast improvement. The proposed model starts its complete procedure by using BF 

for noise elimination, addressing a dangerous feature of oral cancer image study [25]. BF is 

chiefly effectual in maintaining significant edges and structures while instantaneously 

decreasing noise, certifying that the following phases of analysis are directed toward a 

cleaner and more advanced image. Following noise elimination, the model includes contrast-

limited Adaptive Histogram Equalization (CLAHE) for improving the difference in oral 

cancer images. CLAHE adjusts its histogram equalization technique to local image areas, 

efficiently justifying issues connected to over-amplification of noise and safeguarding that 

related facts in changing areas of the oral cavity are correctly highlighted. By incorporating 

CLAHE and bilateral filtering, the LOADL-OCDC model struggles to enhance image 

quality, generating a basis for following phases of processing and analysis that donate to 

reliable and accurate oral cancer recognition. This multi-step model considers the method's 

promise to improve the visibility of vital features in oral images, finally helping in the initial 

and exact identification of possible oral cancer anomalies. 



3.2. EfficientNet model 

The EfficientNet model can be applied to learn complex and intrinsic feature patterns from 

the pre-processed images. EfficientNet projected by Le and Tan is recognized for its efficacy 

and accuracy and has 8 variations (B0‐B7) [26]. Model range in CNN is a challenging task 

owing to the tradeoff between accuracy and efficacy. Improving the depth of the method can 

enhance precision whereas enlarging the resolution and width of input images can also main 

to a superior solution. EfficientNet has 3 significant parameters such as depth, resolution, and 

width utilizing compound scaling. The depth and breadth have been enlarged by 10 and 20 

percent, correspondingly, whereas the image resolution has been improved by 15 percent to 

attain the finest result. Scaling multipliers such as Beta, Gamma, and Alpha are employed to 

compute the width, resolution, and depth utilizing Eqs. (1), (2), and (3), by an extra user-

specific co-efficient named Phi. Fig. 2 determines the infrastructure of the EfficientNet 

model. 

 

Fig. 2. Framework of EfficientNet 

In this research, EfficientNet-B0 is only employed as the base method. MB Conv is the main 

structure block of EfficientNet which contains an excitation and squeeze optimizer block. 

The block of MB Conv is parallel to the reversed blocks in MobileNetV2 and contains a 3x3 

depth and point‐wise convolution to decrease output networks. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ:𝑑𝑑 = 𝛼𝛼𝛼𝛼                                                                (1) 

𝑊𝑊𝑊𝑊𝑑𝑑𝐷𝐷ℎ:𝑤𝑤 = 𝛽𝛽𝛼𝛼                                                                (2) 

𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐷𝐷𝑊𝑊𝑅𝑅𝑅𝑅: 𝑟𝑟 = 𝛾𝛾𝛼𝛼                                                             (3) 

Where: 𝛼𝛼 × 𝛽𝛽 × 2 × 𝑟𝑟 × 2 ≈ 2;𝛼𝛼 ≥ 1,𝛽𝛽 ≥ 𝑎𝑎𝑅𝑅𝑑𝑑𝛾𝛾 ≥ 1 

 

3.3. LOA based hyperparameter tuning  



In this work, the LOA can be applied to fine-tuning the hyperparameters of the EfficientNet 

system. LOA assists as a metaheuristic technique where a set of produced results at random 

recognized as lions is established. N solutions create the population whereas every solution 

covers features 𝛼𝛼 and 𝛽𝛽 that need to be enhanced. The solution is signified as follows: 

𝑆𝑆𝑅𝑅𝑅𝑅𝑅𝑅𝐷𝐷𝑊𝑊𝑅𝑅𝑅𝑅 (𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅)  = [𝛼𝛼,𝛽𝛽] 

In the original population (N), some lions form migrants and the leftover population was 

chosen as Prides (P) randomly. Amid migrant lions, S% of the persons are female and 

leftovers are male. The solutions cover dissimilar mixtures of brightness and dissimilarity. 

Some lions of female from every pride hunt for targets in clusters to help their pride. The 

searchers regularly hold their individual exact empirical for catching and encircling the 

target. Generally, the lioness tracks a similar design for chasing their victim. Throughout the 

hunting process, every lioness alters its place utilizing its present place and also the locations 

of its cluster members. Generally, hunters violent their target from opposite directions for the 

exact aim, and therefore the opposition-based learning method is employed here which is 

superior for resolving optimizer issues. Lions are separated into three groups such as left, 

center, and right. 

The classification accuracy of the RF system signifies the value of the fitness of every lion. 

The best-attained solution in the prior iteration is denoted as the finest visited place for every 

lion and it is upgraded as an optimizer procedure development. Territorial Takeover is the 

method of recollecting the finest female and male solutions that are proficient in outdoing 

novel solutions to an assumed amount. Hunter used to enhance his fitness always and 

simultaneously, PREY generally tries to escape from the chaser, and its new location is 

assessed in Eq. (4). 

𝑃𝑃𝑅𝑅𝑃𝑃 𝑌𝑌′ = 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 + 𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑(0,1)𝑥𝑥 𝑃𝑃𝑃𝑃 𝑥𝑥(𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 −𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟)                       (4) 

Whereas Hunter denotes the novel location utilized to violent the prey, PREY signifies the 

present position, and PI refers to the percentage of the hunter’s fitness development. 

The prey encircling for right and left groups are provided by Eq. (5) as 



𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟′ =

⎩
⎪
⎨

⎪
⎧𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑�(2 × 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 − 𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟),𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌�

(2 × 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 − 𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟) < 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌
𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑�𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌, (2 × 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 − 𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟)�
(2 × 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌 − 𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟) > 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌

                          (5) 

Whereas Hunter denotes the present position and Hunter’ specifies the new place. The 

upgraded places of center hunters have been signified by utilizing Eq. (6). 

𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟′ = �𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑(𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌,𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟),𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟 > 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌
𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑(𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟,𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌),𝐻𝐻𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝑟𝑟 < 𝑃𝑃𝑅𝑅𝑃𝑃𝑌𝑌                        (6) 

The areas of every pride cover the individual finest solution of all of its followers which aid 

to hold the greatest solution for the system. Over the iteration, they are employed to enhance 

the results of the Lion Optimizer method. The novel locations for female lions are denoted by 

Eq. (7).  

𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅′ = 𝐹𝐹𝐷𝐷𝐹𝐹𝑎𝑎𝑅𝑅𝐷𝐷 𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅 + 2 × 𝐷𝐷 × 𝑟𝑟𝑎𝑎𝑅𝑅𝑑𝑑(0,1){𝑅𝑅1} + 𝑈𝑈(−1,1) × 𝐷𝐷𝑎𝑎𝑅𝑅() × 𝐷𝐷 × {𝑅𝑅2}   (7) 

{𝑅𝑅1}. {𝑅𝑅2} = 0 

||{𝑅𝑅2}|| = 1 

From the above-mentioned equation, Female Lion indicates the lion’s present location, 

𝑎𝑎𝑅𝑅𝑑𝑑 𝐷𝐷 specifies the lion’s location recognized utilizing event collection in the pride’s area. 

The {𝑅𝑅1} specifies the early position which is an earlier place of the lion and its head 

near{𝑅𝑅2}. The vectors {𝑅𝑅1} and {𝑅𝑅2} are vertical to each other. Also, the local male lion 

travels to a few nominated places at random and if the recognized novel locations are 

superior to the prior one, it directly upgrades its local finest solution. 

After this, mating is complete to generate novel offspring. Predefined 𝑐𝑐 % of female lions in 

each pride acquires navigated over with many random local males. However, migrant lions 

only mate with one random male. The dual offspring have been produced utilizing the Eqs. 

(8) and (9). 

𝑂𝑂𝑂𝑂𝑂𝑂𝑅𝑅𝐷𝐷𝑟𝑟𝑊𝑊𝑅𝑅𝑔𝑔𝑗𝑗1 = 𝛽𝛽 × 𝐹𝐹𝐷𝐷𝐹𝐹𝑎𝑎𝑅𝑅𝐷𝐷𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅𝑗𝑗 + �
1 − 𝛽𝛽
∑ 𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖=1

× 𝑀𝑀𝑎𝑎𝑅𝑅𝐷𝐷𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅𝑗𝑗𝑖𝑖 × 𝑆𝑆𝑖𝑖               (8) 

𝑂𝑂𝑂𝑂𝑂𝑂𝑅𝑅𝐷𝐷𝑟𝑟𝑊𝑊𝑅𝑅𝑔𝑔𝑗𝑗2 = (1 − 𝛽𝛽) ×  𝐹𝐹𝐷𝐷𝐹𝐹𝑎𝑎𝑅𝑅𝐷𝐷 𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅𝑗𝑗 + �
𝛽𝛽

∑ 𝑆𝑆𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖=1

× 𝑀𝑀𝑎𝑎𝑅𝑅𝐷𝐷𝐿𝐿𝑊𝑊𝑅𝑅𝑅𝑅𝑗𝑗𝑖𝑖 × 𝑆𝑆𝑖𝑖     (9) 



Whereas j denotes the dimension, if male 𝑊𝑊 is employed for crossover then Si will have a 

value of 1 or else 0, NR directs the number of local males present in the pride and 𝛽𝛽 signifies 

a random value which has standard deviation and mean value as 0.1 and 0.5, respectively. 

Dual random offspring produced are nominated as female and male. 𝑀𝑀 % of genetic material 

is transformed where few random numbers substitute them. The lions with the lowest fitness 

are extracted out of the pride and become migrants while the highest fitness lions are reserved 

and become local males. 

Throughout the migration process, some arbitrarily nominated female lions become migrants. 

The new and old migrants are organized by employing their fitness values. The system is 

finished when an identified CPU time, amount of iterations, or essential value of fitness is 

attained. Lastly, the solution with the finest fitness was selected and the equivalent values of 

𝛼𝛼 and 𝛽𝛽 are preferred for additional optimizer of contrast and brightness. 

In the binarization process, the values of pixels are divided into white and black types (0 and 

1). It is essential to differentiate the objects of attention from the background in image 

improvement or study issues. BGR color image is transformed into a grayscale image and 

then converted to an image binary. Otsu’s method implements binarization. 

Otsu’s method generally tracks adaptive threshold to binarize the pictures. The finest value of 

the threshold is assessed by evaluating the class variance of all probable values of the 

threshold from 0 to 255. At first, an input image is generated and to enhance the threshold, 

the least class variance is found. 

𝜎𝜎2 =
∑ (𝑁𝑁
𝑖𝑖=0 𝑋𝑋𝑖𝑖 − 𝜇𝜇)2

𝑁𝑁                                                           (10) 

Where 𝜎𝜎2 denotes the variance; 𝑋𝑋𝑖𝑖 signifies the value of pixel, 𝑁𝑁, and 𝜇𝜇 represents the 

amount and mean of pixels in the image. 

The LOA model originates a fitness function (FF) to recognize higher classifier performance. 

It defines an optimistic number to signify the greater candidate solution performance. In this 

research, the error rate of classifier minimization is measured as FF and assumed in Eq. (24).    

𝑂𝑂𝑊𝑊𝐷𝐷𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅(𝑥𝑥𝑖𝑖) = 𝐶𝐶𝑅𝑅𝑎𝑎𝑅𝑅𝑅𝑅𝑊𝑊𝑂𝑂𝑊𝑊𝐷𝐷𝑟𝑟𝑃𝑃𝑟𝑟𝑟𝑟𝑅𝑅𝑟𝑟𝑅𝑅𝑎𝑎𝐷𝐷𝐷𝐷(𝑥𝑥𝑖𝑖) 

=
𝑁𝑁𝑅𝑅. 𝑅𝑅𝑂𝑂 𝐹𝐹𝑊𝑊𝑅𝑅𝑐𝑐𝑅𝑅𝑎𝑎𝑅𝑅𝑅𝑅𝑊𝑊𝑂𝑂𝑊𝑊𝐷𝐷𝑑𝑑 𝑅𝑅𝑎𝑎𝐹𝐹𝐷𝐷𝑅𝑅𝐷𝐷𝑅𝑅

𝑇𝑇𝑅𝑅𝐷𝐷𝑎𝑎𝑅𝑅 𝑁𝑁𝑅𝑅.𝑅𝑅𝑂𝑂 𝑅𝑅𝑎𝑎𝐹𝐹𝐷𝐷𝑅𝑅𝐷𝐷𝑅𝑅 ∗ 100                  (11) 



3.4. Cancer detection using the DRNN model 

Eventually, the LOADL-OCDC technique applies the DRNN model for cancer detection and 

classification model. RNN is a deep neural network model with a loop inside [27]. The 

recursive connectivity can hold the data from the historical input. Thus, RNNs could model 

data sequences effectively with temporal dependency. The data sequence 𝑥𝑥 ∈ ℝ𝑝𝑝×𝑇𝑇 is fed as 

input to the RNN. Data at time step 𝑇𝑇 has 𝑎𝑎 𝐷𝐷 component. The output is 𝑦𝑦. 𝑅𝑅𝑡𝑡 ∈ ℝ𝑛𝑛 refers to 

the intermediate HL at 𝐷𝐷 time step that is reliant on the existing input 𝑥𝑥𝑡𝑡 and 𝑅𝑅𝑡𝑡−1 refers to the 

HL of the prior time step.  𝑅𝑅 denotes the number of hidden units. The HL is considered as 

network memory which holds the data captured by the prior steps. The HL at 𝐷𝐷 time step is 

computed by Eq. (12). 

𝑅𝑅𝑡𝑡 = 𝑂𝑂(𝑉𝑉𝑥𝑥𝑡𝑡 + 𝑊𝑊𝑅𝑅𝑡𝑡−1 + 𝑏𝑏𝑠𝑠)                                             (12) 

Now, the activation function is 𝑂𝑂. The novel input which forms the input to HL is represented 

as 𝑉𝑉 ∈ ℝ𝑛𝑛×𝑝𝑝. The weight matrix between HLs that control the memory is denoted as 𝑊𝑊 ∈

ℝ𝑛𝑛×𝑛𝑛. 𝑏𝑏𝑠𝑠 ∈ ℝ𝑛𝑛×1 a bias vector. Thus, the present HL relies on the existing input and the prior 

HL having the memory of prior data. 

The RNN training is the same as the training of classical FCN using the BP model. Different 

from the classical NN, the RNN shares a similar parameter through each time step. Thus, the 

gradient relies on the existing and the prior time steps. This BP model is known as 

backpropagation through time (BPTT). But the simple RNN has gradient disappearing 

problems. The gradient error about prior input can quickly disappear once the model is 

trained through BPTT. Thus, the RNN can perfect long-term dependence owing to this issue. 

4. Result analysis and discussion  

The LOADL-OCDC technique is simulated using the Python 3.8.5 tool. The performance 

evaluation of the LOADL-OCDC model is verified utilizing the NDB-UFES dataset [28], 

comprising 237 instances with three classes as demonstrated in Table 1. Fig. 3 illustrates the 

sample images. 

Table 1 Details of the dataset 

Class Name Class Label No. of Samples 
Oral Squamous Cell Carcinoma Class-0 91 
Oral Leukoplakia with Dysplasia Class-1 89 



Oral Leukoplakia without Dysplasia Class-2 57 
Total No. of Samples 237 

 

 

Fig. 3. Sample images a) Class-0 b) Class-1 c) Class-2 

Fig. 4 establishes the classifier results of the LOADL-OCDC system below the test dataset. 

Figs. 4a-4b portrays the confusion matrix presented by the LOADL-OCDC technique at 

70:30 of TRAP/TESP. The figure indicated that the LOADL-OCDC approach has detected 

and classified all 3 classes exactly. Similarly, Fig. 4c defines the PR analysis of the LOADL-

OCDC model. The figure described that the LOADL-OCDC technique has achieved the 

highest PR performance under all classes. Finally, Fig. 4d determines the ROC study of the 

LOADL-OCDC technique. The figure shows that the LOADL-OCDC method has resulted in 

proficient outcomes with the greatest ROC values below separate classes. 



 

Fig. 4. Classifier analysis of (a-b) Confusion matrices and (c-d) PR and ROC curves 

In Table 2 and Fig. 5, the detection outcomes of the LOADL-OCDC system are provided 

under 70% of TRAP and 30% of TESP. The results imply that the LOADL-OCDC approach 

properly categorized three classes. With 70% of TRAP, the LOADL-OCDC model classifies 

the class-0 samples with 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 91.52%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 89.09%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 85.96%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦  of 

94.44%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 87.50%. Also, with 70% of TRAP, the LOADL-OCDC method 

categorizes the class-1 samples with 𝑎𝑎𝑅𝑅 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 90.91%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 84.93%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 

93.94%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 88.89%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 89.21%. Additionally, with 70% of TRAP, the 

LOADL-OCDC approach classifies the class-2 samples with an 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 93.33%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 

91.89%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦 of 80.95%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 97.56%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 86.08%. Meanwhile, with 30% of 

TESP, the LOADL-OCDC system classifies the class-0 samples with 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 91.67%, 



𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 93.75%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 88.24%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 94.74%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 90.91%. Furthermore, 

with 30% of TESP, the LOADL-OCDC procedure classifies the class-1 samples with 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 

of 93.06%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 84.62%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦 of 95.65%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 91.84%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 89.80%. 

Table 2 Detection result of LOADL-OCDC technique on 70:30 of TRAP/TESP 

Class Labels 𝑨𝑨𝑨𝑨𝑨𝑨𝒖𝒖𝒚𝒚 𝑷𝑷𝑷𝑷𝑷𝑷𝑨𝑨𝒏𝒏 𝑺𝑺𝑷𝑷𝒏𝒏𝒔𝒔𝒚𝒚 𝑺𝑺𝑺𝑺𝑷𝑷𝑨𝑨𝒚𝒚 𝑭𝑭𝑺𝑺𝑨𝑨𝑺𝑺𝑷𝑷𝑷𝑷 
TRAP (70%) 
Class-0 91.52 89.09 85.96 94.44 87.50 
Class-1 90.91 84.93 93.94 88.89 89.21 
Class-2 93.33 91.89 80.95 97.56 86.08 
Average 91.92 88.64 86.95 93.63 87.59 
TESP (30%) 
Class-0 91.67 93.75 88.24 94.74 90.91 
Class-1 93.06 84.62 95.65 91.84 89.80 
Class-2 98.61 100.00 93.33 100.00 96.55 
Average 94.44 92.79 92.81 95.52 92.42 

 
Fig. 5. Detection result of LOADL-OCDC technique (a) 70% of TRAP and (b) 30% of TESP 

An average detection result of the LOADL-OCDC technique is depicted in Fig. 6. The 

experimental values emphasized that the LOADL-OCDC approach properly categorized 

three classes. With 70% of TRAP, the LOADL-OCDC method obtains an average 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 

91.92%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 88.64%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 86.95%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 93.63%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 87.59%. 

Moreover, with 30% of TESP, the LOADL-OCDC system gets an average 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 94.44%, 

𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 92.79%, 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 92.81%, 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 95.52%, and 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of 92.42%. 



 

Fig. 6. Average of LOADL-OCDC technique on 70:30 of TRAP/TESP 

 

Fig. 7. 𝐴𝐴𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 curve of the LOADL-OCDC technique  

The 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 curves for training (TRA) and validation (VL) offered in Fig. 7 for the LOADL-

OCDC approach deliver respected visions into its performance under many epochs. Mainly, 

there is endless development in both TRA and TES 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 with increasing epochs, signifying 

the model's capability to recognize and learn designs from both TRA and TES data. The 



rising trend in TES 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 underlines the model's flexibility to the TRA dataset and its ability 

to make precise predictions on hidden data, highlighting strong generalized aptitudes. 

Fig. 8 provides a widespread summary of the TRA and TES loss values for the LOADL-

OCDC method across many epochs. The TRA loss gradually reduces as the method improves 

its weights to minimize errors of classification on both datasets. The loss curves determine 

the model's position with the TRA data, underlining its ability to take designs effectually in 

both datasets. Noteworthy is the constant modification of parameters in the LOADL-OCDC 

system, intended to reduce differences between predictions and actual TRA labels. 

 

Fig. 8. Loss curve of the LOADL-OCDC technique  

Table 3 shows the Comparative study of OCDC method based on DRNN with and without 

optimization algorithm. The Experimental results for DRNN based OCDC is 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 

92.52%, 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 90.50%,  𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 87.82%,  𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 93.74% and 𝑂𝑂𝑅𝑅𝑐𝑐𝑅𝑅𝑟𝑟𝐷𝐷 of 90.67%. In 

the presented LOADL-OCDC technique, the lion optimization algorithm (LOA) can be 

applied for fine-tuning the hyperparameters of the EfficientNet model. For cancer detection, 

the LOADL-OCDC technique applies a deep recurrent neural network (DRNN) system to 

obtain better results.  

Table: 3 Comparative analysis of the LOADL-OCDC system with existing models 



Model Methods Accuracy 

(%) 
Precision 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F-score 
(%) 

Existing 

model 

DRNN based 

OCDC 

92.52 90.50 87.82 93.74 90.67 

Proposed 

model 

LOADL_DRNN 

based OCDC 
94.44 92.79 92.81 95.52 92.42 

5. State of Art Comparison with Earlier Approaches. 

In general, the Table 4 offers a thorough summary of how different models compare in terms 

of their performance, based on the indicators that were analysed. 

Table 4: Proposed method compared with Earlier researches. 

Reference Methods Accuracy Precision  Sensitivity  Specificity F1-score  

Proposed 

method  
LOADL_OCDC 94.44 92.79 92.81 95.52 92.42 

Mira et al 

(2024)  [29] 
HRNet-W18 84.3% 85.47% 83% 96% 83.6% 

Das et al (2023) 

[30] 
ALEXNET 88% 88% 89% 88% 89% 

Atta-ur, et al. 

(2022) [31] 
AlexNet_CNN 90.02 87.69 92.74 87.38 90.15 

Tanriver et al 

(2021) [32] 
DenseNet-161 85.21%% 87.9% 84.1% 91.23% 84.4% 

Welikala et al 

(2020) [33] 
ResNet-101 81.37 84.77 89.51 62.29 87.07 

 Pranigrahi et al 

(2019) [34] 
Faster RCNN 92.1% - 90.2% - 75.9% 

Alhazmi, 

Anwar, et al. 

(2021) [35] 

ANN 78.95 85.71 85.71 60.01 - 

 

Table 5 signifies a comparison study of the LOADL-OCDC model in terms of distinct 

measures. In Fig. 9, a comparative analysis of the LOADL-OCDC technique is provided in 

terms of 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 and 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛. The experimental values inferred that the LOADL-OCDC 

technique reaches improved values of 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 and 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 . Based on 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦, the LOADL-

OCDC technique gains a higher 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 94.44% while the VGG16, VGG9, AlexNet, 



ResNet50, ResNet101, InceptionNet, and MobileNet models obtain lower 𝑎𝑎𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 of 74.68%, 

71.79%, 88.66%, 91.60%, 89.52%, 92.78%, and 93.50%.  

Table 5 Comparative analysis of the LOADL-OCDC system with other existing models 

Methods Accuracy Precision Sensitivity Specificity F-score 
VGG16 74.68 74.55 74.73 78.67 81.34 
VGG19 71.79 70.73 71.61 74.52 80.11 
ALEXNET 88.66 88.59 89.60 88.65 86.76 
RESNET 50 91.60 91.57 92.19 92.56 90.17 
RESNET 101 89.52 89.51 90.77 88.57 82.64 
INCEPTION NET 92.78 92.09 91.64 92.53 89.90 
MOBILENET 93.50 91.64 91.71 92.79 90.02 
LOADL-OCDC 94.44 92.79 92.81 95.52 92.42 

 

Fig. 9. 𝐴𝐴𝑐𝑐𝑐𝑐𝑅𝑅𝑦𝑦 analysis of LOADL-OCDC technique with existing methods 



 

Fig. 10. 𝑆𝑆𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦 and 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 analysis of LOADL-OCDC technique with existing methods 

In Fig. 10, a comparative study of the LOADL-OCDC system is delivered in terms of 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦 

and 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦. The experimental values concluded that the LOADL-OCDC method attains 

enhanced values of 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  and 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 . Based on 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦 , the LOADL-OCDC model increases 

the greatest 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 92.81% while the VGG16, VGG9, AlexNet, ResNet50, ResNet101, 

InceptionNet, and MobileNet methodologies gain lower 𝑅𝑅𝐷𝐷𝑅𝑅𝑅𝑅𝑦𝑦  of 74.73%, 71.61%, 89.60%, 

92.19%, 90.77%, 91.64%, and 91.71%, respectively. Meanwhile, based on 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 , the 

LOADL-OCDC system attains higher 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦 of 95.52% but the VGG16, VGG9, AlexNet, 

ResNet50, ResNet101, InceptionNet, and MobileNet approaches get lower 𝑅𝑅𝐷𝐷𝐷𝐷𝑐𝑐𝑦𝑦  of 78.67%, 

74.52%, 88.65%, 92.56%, 88.57%, 92.53%, and 92.79%, correspondingly. These results 

confirmed the better performance of the LOADL-OCDC approach over other present models.  



 

Fig. 11. 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 and 𝐹𝐹𝑅𝑅𝑐𝑐𝑅𝑅𝑟𝑟𝐷𝐷 analysis of LOADL-OCDC technique with existing methods 

In Fig. 11, a comparative study of the LOADL-OCDC system is delivered in terms of 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 

and 𝐹𝐹𝑅𝑅𝑐𝑐𝑅𝑅𝑟𝑟𝐷𝐷. Meanwhile, based on 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛, the LOADL-OCDC system increases the highest 

𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 92.79% whereas the VGG16, VGG19, AlexNet, ResNet50, ResNet101, 

InceptionNet, and MobileNet approaches get lower 𝐷𝐷𝑟𝑟𝐷𝐷𝑐𝑐𝑛𝑛 of 74.55%, 70.73%, 88.59%, 

91.57%, 89.51%, 92.09%, and 91.64%, respectively. The experimental values concluded that 

the LOADL-OCDC method attains enhanced values of 𝑂𝑂𝑅𝑅𝑐𝑐𝑅𝑅𝑟𝑟𝐷𝐷. 

6. Conclusion  

In this article, we have introduced an automated LOADL-OCDC methodology. The foremost 

intention of the LOADL-OCDC method is to recognize and classify the occurrence of oral 

cancer into distinct classes. The LOADL-OCDC technique follows a multistage process. 

Initially, the LOADL-OCDC technique performs bilateral filtering-based noise extraction and 

CLAHE-based contrast enhancement. Next, the EfficientNet model can be applied to learn 

complex and intrinsic feature patterns from the pre-processed images. In the presented 

LOADL-OCDC technique, the LOA can be applied for fine-tuning the hyperparameters of 

the EfficientNet model. For cancer detection, the LOADL-OCDC technique applies the 

DRNN model. An extensive experimental study is created to investigate the detection results 

of the LOADL-OCDC technique. The complete contrast study reported the supremacy of the 

LOADL-OCDC system in terms of dissimilar measures.  
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