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Abstract– Intrusion Detection Systems (IDS) are essential for safeguarding networks against 
malicious activities, but traditional IDS models struggle with challenges such as class imbalance, high 
false alarm rates, and poor generalization. While machine learning (ML)-based IDS offer 
improvements, single classifier models suffer from bias, variance, and limited robustness. To address 
these limitations, this study proposes a Non-evolutionary Feature Selection-based Network Intrusion 
Detection System using Stacked Ensemble Learning (NFSNIDS). The proposed workflow begins 
with data preprocessing, where SVM SMOTE oversampling balances class distribution, Local Outlier 
Factor (LOF) outlier detection removes anomalies, Recursive Feature Elimination (RFE) selects 
relevant features, and Robust Scaler ensures effective data normalization. The processed data is then 
fed into a Stacked Ensemble Learning model comprising Extreme Gradient Boosting (XGB) and 
Extra Trees (ET) as base classifiers. Their outputs are used to create a new training set for a meta-
classifier, which is trained using Logistic Regression to enhance predictive performance. The model is 
validated using 10-fold cross-validation, with Accuracy and F1-score as key performance metrics. 
Comparative evaluations against single classifiers, existing ensemble models, and benchmark IDS 
solutions confirm that NFSNIDS consistently outperforms all alternatives, making it a highly effective 
and robust approach for network intrusion detection. 
 
Index Terms– Intrusion Detection System, Ensemble Machine Learning, Support Vector Machine 
Synthetic Minority Oversampling Technique, Local Outlier Factor, Recursive Feature Elimination, 
and Robust Scaler. 
 
1. INTRODUCTION 

In the rapidly evolving landscape of cybersecurity, Intrusion Detection Systems (IDS) have 
become indispensable tools for safeguarding network infrastructures against unauthorized 
access and malicious activities [1]. Traditional IDS methodologies, such as signature-based 
and anomaly-based approaches, have demonstrated limitations in detecting novel threats and 
minimizing false positive rates. The integration of Machine Learning (ML) techniques into 
IDS has emerged as a pivotal advancement, enabling the analysis of complex traffic patterns 
and the identification of previously unseen attacks [2]. Signature-based IDS rely on 
predefined patterns to identify threats, rendering them ineffective against zero-day attacks 



that lack existing signatures. Conversely, anomaly-based systems detect unknown threats by 
identifying deviations from normal behavior but often suffer from high false positive rates 
due to the dynamic nature of network traffic [3]. These challenges necessitate the exploration 
of more adaptive and intelligent detection mechanisms. 

The application of ML in IDS has facilitated the development of models capable of learning 
from data, thereby enhancing the detection of sophisticated cyber threats. However, single-
classifier ML models, such as Decision Trees (DT), k-Nearest Neighbors (kNN), and Naïve 
Bayes (NB), often encounter issues related to bias, variance, and limited generalization 
capabilities [4]. These shortcomings have prompted the investigation of ensemble learning 
techniques to bolster IDS performance. Ensemble learning amalgamates multiple classifiers 
to improve predictive accuracy and robustness. Techniques such as bagging, boosting, and 
stacking have been employed to mitigate the limitations of individual models. Random Forest 
(RF), an ensemble method utilizing bagging, constructs multiple decision trees to reduce 
variance and enhance stability. Gradient Boosting (GB) and Extreme Gradient Boosting 
(XGB) iteratively refine predictions by focusing on misclassified instances, thereby 
improving accuracy. These methods have demonstrated efficacy in handling high-
dimensional data and mitigating overfitting [5]. 

Despite the advantages of ensemble methods, challenges such as feature redundancy and 
class imbalance persist in IDS applications. Redundant or irrelevant features can degrade 
model performance by introducing noise, while class imbalance where normal traffic 
significantly outweighs attack instances can bias the model towards the majority class, 
leading to poor detection of minority class attacks [6]. Effective feature selection is crucial in 
IDS to eliminate irrelevant attributes and reduce computational complexity. Recursive 
Feature Elimination (RFE) has been employed to systematically select the most pertinent 
features, enhancing model interpretability and performance. To address the class imbalance, 
the Support Vector Machine-Synthetic Minority Oversampling Technique (SVM SMOTE) is 
employed to generate synthetic samples for minority classes, thereby balancing the dataset 
and enhancing the model’s generalization capability. 

Stacked ensemble learning, which combines multiple classifiers at different levels, has 
emerged as a promising approach in IDS. This methodology leverages the strengths of 
various models to achieve superior predictive performance [7]. For instance, combining base 
classifiers like XGB and Extra Trees (ET) with a meta-classifier such as Logistic Regression 
(LR) can enhance detection capabilities. However, the effectiveness of stacked ensembles is 
contingent upon the diversity and complementarity of the base models. To address the 
aforementioned challenges, the Non-evolutionary Feature Selection-based Network Intrusion 
Detection System using Stacked Ensemble Learning (NFSNIDS) is proposed. This 
framework integrates SVM SMOTE for class balancing, Local Outlier Factor (LOF) for 
anomaly detection, RFE for feature selection, and Robust Scaler for normalization. The 
classification process involves a stacked ensemble model, where XGB and ET serve as base 
classifiers, and LR functions as a meta-classifier. 



The proposed methodology is validated using the UNR-IDD 2023 dataset and evaluated 
against various single-classifier and ensemble-based IDS models. Comparative results 
indicate that NFSNIDS achieves superior performance, with an accuracy of 98.15%, 
surpassing conventional classifiers such as DT, kNN, and Naïve Bayes (NB). Further 
comparisons with RF, CatBoost, and Light Gradient Boosting Machine (LGBM) highlight 
the effectiveness of the stacked ensemble learning approach in enhancing IDS accuracy and 
robustness. Despite its effectiveness, challenges such as computational complexity and real-
time adaptation remain areas for future research. Deep learning models, including Recurrent 
Neural Networks (RNNs) and Transformers, offer promising directions for enhancing IDS 
adaptability and generalization. Additionally, real-time adaptive IDS leveraging 
reinforcement learning could further improve detection capabilities in dynamic cybersecurity 
environments. The continuous evolution of ML techniques will play a pivotal role in 
developing scalable and intelligent IDS solutions for modern cybersecurity challenges [8]. 

The rest of this paper is structured as follows: Section 2 reviews related works on IDS and 
ensemble learning. Section 3 details the proposed methodology, including data preprocessing, 
feature selection, and classification techniques. Section 4 presents the experimental results 
and comparative analysis, demonstrating the superiority of NFSNIDS. Finally, Section 5 
concludes the study and outlines future research directions. 

2. RELATED WORK 

Intrusion Detection Systems (IDS) play a crucial role in network security, aiming to identify 
and prevent unauthorized access and cyber threats. Traditional IDS methods, including 
signature-based and anomaly-based techniques, have limitations in handling zero-day attacks 
and generating high false positive rates [9]. To address these issues, machine learning (ML)-
based IDS have emerged as promising alternatives due to their ability to detect novel threats 
by analyzing traffic patterns [10]. However, early ML-based models relying on single 
classifiers such as Decision Trees (DT), k-Nearest Neighbors (kNN), and NB struggled with 
bias, variance, and poor generalization [11]. To overcome the shortcomings of single 
classifiers, ensemble learning techniques such as bagging, boosting, and stacking have been 
explored for IDS. RF, GB, and XGB have gained popularity due to their ability to manage 
high-dimensional data and reduce overfitting [12]. While RF reduces variance by aggregating 
multiple decision trees, GB and XGB refine predictions through iterative learning, 
significantly enhancing classification accuracy [13]. Despite their advantages, these models 
often suffer from feature redundancy and class imbalance, which negatively impact 
classification performance [14]. 

Feature selection is critical in optimizing IDS models by removing irrelevant attributes and 
reducing computational complexity. Recursive Feature Elimination (RFE) has proven 
effective in improving model interpretability and performance by systematically selecting the 
most relevant features [15]. Additionally, class imbalance remains a major challenge in IDS 
datasets, where normal traffic significantly outweighs attack instances. SMOTE and its 
variations, such as SVM SMOTE, have been successfully employed to balance datasets and 



improve model generalization [16]. Stacked ensemble learning, which combines multiple 
classifiers at different levels, has recently gained traction for IDS. Sharma et al. [17] 
proposed an RF-XGB ensemble model, achieving high accuracy but struggling with 
minority-class detection. Abbas et al. [18] introduced a hybrid model using hard voting, 
which performed well in classification tasks but faced difficulties in handling high-
dimensional data. Other studies incorporating Extra Trees (ET) demonstrated performance 
improvements but failed to effectively address dataset imbalance [19]. To mitigate these 
challenges, the Non-evolutionary Feature Selection-based Network Intrusion Detection 
System using Stacked Ensemble Learning (NFSNIDS) framework integrates SVM SMOTE 
for class balancing, LOF for outlier detection, RFE for feature selection, and Robust Scaler 
for normalization. 

NFSNIDS is evaluated against various single-classifier and ensemble-based IDS models, 
demonstrating superior performance. Compared to single classifiers such as DT, kNN, and 
NB, which typically achieve accuracy scores between 66% and 96%, NFSNIDS consistently 
outperforms with an accuracy of 98.15% (Sharma et al., 2023). Furthermore, benchmark 
comparisons with RF, CatBoost, and LightGBM confirm that NFSNIDS achieves higher 
accuracy due to its robust feature selection and class balancing strategies (Zhang et al., 2023) 
[20]. These findings validate the effectiveness of integrating preprocessing techniques with 
ensemble classifiers to enhance IDS performance. 

The transition from traditional IDS to ML-based and ensemble-based frameworks has 
significantly improved network security. However, persistent challenges such as feature 
redundancy, class imbalance, and computational efficiency require further research. Future 
studies should focus on deep learning models, including recurrent neural networks (RNNs) 
and transformers, to improve IDS adaptability and generalization [21]. Additionally, real-
time adaptive IDS leveraging reinforcement learning could enhance detection capabilities in 
dynamic cybersecurity environments [22]. The continuous advancement of ML techniques 
will play a pivotal role in developing robust and scalable IDS solutions. 

2.1 Summary of Literature Review  

Intrusion Detection Systems (IDS) are essential for network security, aiming to identify cyber 
threats and unauthorized access. Traditional IDS approaches, including signature-based and 
anomaly-based methods, struggle with detecting zero-day attacks and often produce high 
false positive rates. To address these limitations, ML-based IDS have emerged, leveraging 
traffic pattern analysis to detect novel threats. However, early ML-based models, which 
relied on single classifiers such as Decision Trees (DT), k-nearest Neighbors (kNN), and 
Naïve Bayes (NB), suffered from issues related to bias, variance, and poor generalization. 
Ensemble learning techniques such as bagging, boosting, and stacking have been widely 
adopted to improve IDS performance. RF, GB, and XGB effectively manage high-
dimensional data and reduce overfitting. Despite their advantages, these models still 
encounter feature redundancy and class imbalance issues, which hinder classification 
accuracy. Feature selection method like RFE and dataset balancing technique such as SVM 
SMOTE has been employed to optimize performance. 



Recent research has explored stacked ensemble learning to enhance IDS effectiveness. 
Studies incorporating RF, XGB, and ET have shown promising results, yet challenges persist 
in handling high-dimensional data and class imbalance. The Non-evolutionary Feature 
Selection-based Network Intrusion Detection System using Stacked Ensemble Learning 
(NFSNIDS) integrates SVM SMOTE for class balancing, LOF for outlier detection, RFE for 
feature selection, and Robust Scaler for normalization. Comparisons with single classifiers 
and other ensemble-based IDS models demonstrate that NFSNIDS outperforms existing 
approaches, achieving higher accuracy and improved detection rates. Despite advancements, 
IDS research continues to face challenges such as feature redundancy, class imbalance, and 
computational efficiency. Future studies should focus on deep learning techniques, including 
recurrent neural networks (RNNs) and transformers, for better adaptability and 
generalization. Additionally, real-time adaptive IDS leveraging reinforcement learning could 
further enhance detection capabilities in dynamic cybersecurity environments. The 
continuous evolution of ML-based techniques will be crucial in developing more robust and 
scalable IDS solutions.  

3. PROPOSED METHODOLOGY 

The proposed methodology for the Network Intrusion Detection System (NIDS) is structured 
into multiple stages, integrating data preprocessing, feature selection, and classification using 
a stacked ensemble model. The framework is designed to address challenges such as class 
imbalance, outlier detection, and feature redundancy, ultimately improving the accuracy and 
robustness of the intrusion detection system. The process begins with the dataset, which 
undergoes comprehensive data preprocessing to ensure optimal model performance. Within 
this stage, two key techniques are applied: SVM SMOTE oversampling and LOF outlier 
detection. The SVM SMOTE is utilized to handle class imbalance by generating synthetic 
samples for underrepresented attack classes, thus preventing the classifier from being biased 
towards majority classes. Simultaneously, LOF outlier detection identifies and removes 
anomalous data points that could negatively impact model performance, ensuring a cleaner 
and more reliable dataset for further processing. Following outlier detection and 
oversampling, feature selection is performed using Recursive Feature Elimination (RFE). 
RFE systematically eliminates less significant features, retaining only the most relevant ones 
for intrusion detection. This step significantly reduces dimensionality, enhances model 
interpretability, and mitigates the risk of overfitting. Prior to classification, normalization 
using Robust Scaler is applied to standardize feature values, preventing models from being 
dominated by attributes with larger numerical ranges. The final stage involves classification 
using a stacked ensemble model, where multiple classifiers are combined to improve 
predictive accuracy. The ensemble learning approach ensures that the system benefits from 
the strengths of different models while minimizing their individual weaknesses. By 
integrating a robust preprocessing pipeline with an advanced classification strategy, this 
methodology enhances the detection capabilities of IDS, making it more effective in 
identifying both known and novel cyber threats. This proposed framework as shown in the 
Figure 1, provides a systematic and scalable approach to network intrusion detection, 



ensuring high performance in terms of accuracy, precision, and recall while effectively 
addressing data imbalance and feature redundancy challenges. 

 

        Fig. 1. Flow graph of the proposed methodology 

3.1 Dataset Description 

For this study, the University of Nevada - Reno Intrusion Detection Dataset (UNR-IDD) 
2023 is used, which is a multi-class classification dataset with 32 different features and six 
classes, including a 'normal' category [23]. Duplicate examples have been eliminated to 
guarantee objective classification findings. The features of the collection are divided into 
three primary categories: Flow Entry and Flow Table Statistics (F19–F32), Delta Port 
Statistics (F10–F18), and Port Statistics (F1–F9). Table 1 gives a thorough summary of these 
features. 
 

The dataset encompasses five distinct attack classes, each representing a different type 
of network intrusion. TCP-SYN Flood is an attack that exploits the TCP three-way handshake 
to overwhelm a target system, disrupting its normal operation. Attackers use port scanning 
techniques to map the target's network architecture and take advantage of security flaws by 
systematically looking through network ports to find open ports and possible vulnerabilities. 
Flow Table Overflow targets network switches and routers by flooding their flow tables, 
impairing their ability to function properly. Blackhole attacks involve maliciously discarding 
network packets at switches or routers instead of forwarding them to their intended 
destinations. Traffic Diversion manipulates packet routing, increasing latency and enabling 
attackers to intercept and monitor network traffic through a man-in-the-middle attack. These 
attack types collectively cover intrusions originating from network devices and end hosts. 
The dataset, which includes these attack categories with normal traffic, is utilized for multi-
class classification in machine learning models to enhance intrusion detection capabilities. 

 



 

 

Table 1. List of Features from the UNR-IDD 2023 dataset.  

 

 

 

 

 

 

 

 

 

3.2 Class Imbalance Treatment using SVM SMOTE Oversampling 

In machine learning classification tasks, class imbalance occurs when certain classes have 
significantly fewer instances than others, leading to biased model predictions. Traditional 
classifiers tend to favor majority classes, as they contribute more to overall accuracy, often 
resulting in poor detection of minority classes [24]. This issue is particularly problematic in 
network intrusion detection, where attack types are often underrepresented compared to 
normal traffic. To address this imbalance, data-level techniques such as oversampling the 
minority class or undersampling the majority class are employed to balance the class 
distribution before training the model. 

SMOTE is a widely used approach to increase the representation of the minority class by 
generating synthetic data points rather than merely duplicating existing instances. Unlike 
random oversampling, SMOTE introduces artificial samples by interpolating between 
existing minority class samples, thereby improving model generalization and reducing the 
risk of overfitting. However, standard SMOTE does not consider the underlying decision 
boundary between classes, which may result in redundant or ineffective synthetic samples 
[25]. To overcome this limitation, SVM SMOTE integrates the principles of SVM with 
SMOTE-based oversampling. SVM, a supervised learning model, identifies the optimal 
hyperplane that separates different classes in the feature space. By leveraging the support 
vectors data points closest to the decision boundary SVM SMOTE generates synthetic 
samples along these critical points, ensuring that new instances contribute meaningfully to 

No. FEATURES No. FEATURES 
1 Received_Packets 17 Delta Packets Rx_Errors 
2 Received_Bytes 18 Delta Packets Tx_Errors 
3 Sent_Packets 19 Connection Point 
4 Sent_Bytes 20 Total Load/Rate 
5 Port_alive Duration 21 Total Load/Latest 
6 Packets Rx_Dropped 22 Unknown Load/Rate 
7 Packets Tx_Dropped 23 Unknown Load/Latest 
8 Packets Rx_Errors 24 Time seen 
9 Packets Tx_Errors 25 is_valid 
10 Delta Received_Packets 26 Table ID 
11 Delta Received_Bytes 27 Active Flow Entries 
12 Delta Sent_Packets 28 Packets Looked Up 
13 Delta Sent_Bytes 29 Packets Matched 
14 Delta Port_alive Duration 30 Max Size 
15 Delta Packets Rx_Dropped 31 Time seen 

16 Delta Packets Tx_Dropped 32 is_valid 



class separability. This refined sampling process enhances the quality of generated samples, 
making them more representative of the minority class distribution and reducing the risk of 
creating noisy or unrealistic instances. In the context of intrusion detection, applying SVM 
SMOTE helps mitigate the adverse effects of class imbalance by reinforcing the learning 
process for attack categories that would otherwise be underrepresented. This approach 
ensures that machine learning models are better equipped to recognize diverse attack patterns 
without being overwhelmed by the dominant normal traffic class [26]. By creating a more 
balanced dataset, SVM SMOTE contributes to improved classification performance, 
particularly in terms of recall and F1-score, which are crucial for evaluating detection 
systems. 

3.3. Outlier Detection using Local Outlier Factor                                         

Outlier detection plays a crucial role in intrusion detection systems (IDS) as network traffic 
data often contains anomalies that can negatively impact model performance. Outliers can be 
malicious intrusions or random noise, both of which can lead to inaccurate classification [27]. 
To address this, Local Outlier Factor (LOF) is employed as an outlier detection method. LOF 
is an unsupervised learning algorithm that identifies anomalies by comparing the density of a 
point with its neighbors, making it particularly effective in high-dimensional datasets like 
network traffic data [28]. The LOF algorithm assigns an outlier score to each data point based 
on how isolated it is compared to its surrounding neighbors. This score is derived by 
computing the local reachability density (LRD) of a point relative to its k-nearest neighbors. 
LOF is particularly useful in intrusion detection as it dynamically adjusts to local density 
variations, making it effective for detecting novel and sophisticated cyberattacks [29]. By 
applying LOF in the preprocessing stage, noisy or highly deviating data points that could 
mislead the classifier are eliminated, leading to improved model stability and accuracy. This 
step enhances the overall performance of the IDS by ensuring that the training dataset is 
clean, balanced, and representative of real-world attack patterns. 

3.4. Feature Selection using Recursive Feature Elimination 

Recursive Feature Elimination (RFE) is a widely used technique for feature selection in 
machine learning. It is a wrapper-based method that recursively removes the least important 
features to improve model performance, reduce overfitting, and enhance interpretability. The 
process begins by selecting a machine learning model, such as a SVM, Decision Tree, or 
Linear Regression, which is then trained using all available features. The model evaluates 
feature importance based on coefficients (in linear models) or feature importance scores (in 
tree-based models). The model discards the least important feature and is retrained using the 
other features. This procedure is repeated until the target number of features is achieved, 
ultimately selecting the most relevant subset for predictive modelling [30]. 

3.5. Normalization using Robust Scaler 

Normalization is an essential preprocessing step in machine learning, particularly when 
dealing with datasets that contain features with varying scales. In the context of network 



intrusion detection systems (NIDS), the presence of extreme values or outliers can 
significantly impact the performance of the model if not handled appropriately. To mitigate 
this issue, the Robust Scaler is utilized as a normalization technique that transforms feature 
values while being resistant to the influence of outliers. Unlike standard normalization 
methods such as Min-Max scaling or Z-score normalization, Robust Scaler normalizes the 
data based on its median and interquartile range (IQR), making it more robust against 
extreme variations in network traffic attributes [31]. Robust Scaler operates by centering the 
data around the median and scaling it based on the interquartile range (IQR). In intrusion 
detection, network traffic data often contains features with highly skewed distributions due to 
variations in packet sizes, flow durations, and transmission rates. If left unnormalized, these 
discrepancies can lead to biased model predictions, particularly when distance-based 
algorithms such as k-Nearest Neighbors (kNN) or SVM are employed. The application of 
Robust Scaler ensures that all feature values are adjusted proportionally without distorting the 
underlying patterns in the dataset. By incorporating Robust Scaler into the preprocessing 
pipeline, the proposed model achieves greater stability and improved learning efficiency. 
This is particularly beneficial when combined with ensemble learning techniques, where 
feature consistency is crucial for accurate decision-making [32]. The normalization process 
enhances the ability of classifiers to distinguish between normal and anomalous network 
behaviors, ultimately contributing to higher detection accuracy and a more resilient intrusion 
detection system. 

3.6. Classification using XGB and ET Stacked ensemble method 

Extreme Gradient Boosting (XGB) is an optimized gradient boosting algorithm designed to 
improve classification and regression tasks by enhancing predictive accuracy and 
computational efficiency. It is based on the gradient boosting framework, where multiple 
weak learners (decision trees) are sequentially trained to correct the errors of the previous 
models. Unlike traditional gradient boosting, XGB incorporates advanced optimization 
techniques, such as second-order Taylor approximation, regularization, and parallel 
processing, to enhance learning speed and prevent overfitting [33]. XGB is widely used in 
network intrusion detection systems (NIDS) due to its capability to handle high-dimensional 
data, deal with class imbalance, and provide high classification accuracy. It is particularly 
effective in identifying complex patterns in network traffic, distinguishing between normal 
and malicious activities. The combination of its boosting mechanism and regularization 
techniques makes it one of the most powerful classifiers in modern cybersecurity 
applications. 

Extra Trees (ET), also known as Extremely Randomized Trees, is an ensemble learning 
algorithm that builds upon the principles of random forests by incorporating further 
randomness during the development of decision trees. Unlike traditional decision tree-based 
models, where split points are chosen based on criteria such as Gini impurity or entropy, ET 
selects both the feature and the split point randomly. This added randomness increases model 
diversity, reduces overfitting, and enhances generalization performance, making it highly 
suitable for network intrusion detection. The key advantages of ET over traditional decision 



trees and random forests are its ability to reduce model variance and its resistance to 
overfitting, even when dealing with noisy datasets. By randomly selecting both features and 
split points, ET ensures better generalization across different data distributions [34]. In NIDS, 
ET plays a critical role in detecting anomalies and classifying network traffic efficiently. Its 
ability to capture complex interactions between features makes it particularly effective for 
identifying cyber threats. The integration of ET in ensemble learning frameworks, such as 
stacked ensembles, further enhances its classification capabilities by leveraging the strengths 
of multiple base models [35]. This ensures that intrusion detection systems achieve high 
accuracy, robustness, and efficiency in real-time security applications. The general outline of 
the Proposed Model is shown in Figure 2 below. 

 

Fig 2. The general outline of the Proposed Model 

The given architecture represents a Stacked Ensemble Learning-based NIDS using XGB and 
ET as base learners and LR as the meta-classifier. The framework is designed to enhance 
intrusion detection performance by leveraging the strengths of multiple machine learning 
models [36]. The process begins with the UNR-IDD dataset, which contains network traffic 
data, including normal and attack instances. The dataset is fed into two base classifiers: ET 
and XGB. ET is an ensemble learning method that enhances classification by introducing 
extra randomness in decision tree splits, while XGB is an optimized gradient boosting 
algorithm that improves classification accuracy by iteratively minimizing errors. These two 
models generate predictions that are then used to create a new training set for the meta-
model. Once the meta-training set is prepared, LR is employed as the meta-classifier. It learns 
from the predictions of ET and XGB, aiming to refine the final classification decision. The 
classification stage processes the output from LR and determines whether a given network 
instance is normal or an intrusion attempt [37-38]. Finally, the system provides the Intrusion 
Detection result, identifying malicious activities within the network. This stacked ensemble 
architecture improves detection accuracy by combining multiple classifiers and reducing 



individual model biases. The use of both ET and XGB ensures better feature learning and 
generalization, while logistic regression acts as a robust decision-making layer. This 
approach is particularly effective for handling complex and imbalanced network traffic data, 
making it suitable for real-time cybersecurity applications. 

 

4. EXPERIMENTAL RESULTS AND EVALUATION 

The Experimental Results and Evaluation section is divided into five parts. Section 4.1 
presents the performance evaluation of the proposed NFSNIDS model and compares it with 
single classifier-based models. Section 4.2 extends this comparison to ensemble-based 
models, highlighting improvements in classification accuracy. In Section 4.3, the proposed 
NFSNIDS framework is evaluated against existing models and methodologies from the 
literature. Section 4.4 provides an ablation study, analyzing the contribution of individual 
components to overall model performance. Finally, Section 4.5 examines the effectiveness of 
the NFSNIDS model in detecting each class. A detailed discussion of each section follows. 

4.1. Performance of NFSNIDS in comparison with standard ML models 

The stacked ensemble model is trained using all 32 independent features to determine the 
accuracy and F1-score of the proposed model, NFSNIDS. The results show that the proposed 
model, NFSNIDS, achieves an F1-score of 98.14% and an accuracy of 98.15%. The results 
are displayed in Table 2 and Figure 3 below. 

Table 2. Accuracy and F1-Score of NFSNIDS and Standard ML models using UNR-IDD Dataset 

Model Accuracy F1-Score 
NB 66.16 66.29 
DT 96.36 96.33 
LR 65.37 65.58 
LDA 76.9 76.09 
kNN 92.08 92.05 

NFSNIDS 98.15 98.14 

The performance evaluation of the proposed Network Intrusion Detection System using 
Stacked Ensemble Learning with Extreme Gradient Boosting Machine and Extra Trees 
(NFSNIDS) is conducted using the UNR-IDD dataset. The model is trained using all 32 
independent features, ensuring that it leverages the full feature space to enhance classification 
accuracy. The evaluation metrics used in the study include Accuracy and F1-score, which are 
crucial for assessing the effectiveness of a classification model, particularly in intrusion 
detection where imbalanced data can impact performance. The NFSNIDS model achieves an 
accuracy of 98.15% and an F1-score of 98.14%, demonstrating its robustness in intrusion 
detection. To understand the significance of this performance, NFSNIDS is compared with 
some Standard ML models, including NB, DT, LR, Linear Discriminant Analysis (LDA), and 
kNN.   



 

 
Fig 3. Bar Graph of Accuracy and F1-Score of NFSNIDS and standard ML models using UNR IDD Dataset 

The comparative results are presented in Table 3 and Figure 5, highlighting the superior 
performance of NFSNIDS over traditional classifiers. Among the single-classifier models, 
DT performs the best, achieving 96.36% accuracy and 96.33% F1-score, followed by kNN 
with 92.08% accuracy and 92.05% F1-score. LDA achieves moderate performance with 
76.90% accuracy and 76.09% F1-score, while NB and LR perform the worst, achieving 
around 66% accuracy and F1-score. These results indicate that single classifiers struggle with 
generalization due to issues such as bias, variance, and imbalanced data distribution. By 
contrast, NFSNIDS outperforms all single-classifier models by integrating multiple classifiers 
using a stacked ensemble learning approach. The combination of XGB and ET as base 
models, along with LR as the meta-classifier, significantly enhances predictive performance. 
Furthermore, data preprocessing techniques, such as LOF for outlier detection, SVM-
SMOTE for handling class imbalance, RFE for feature selection, and Robust Scaler for 
normalization, contribute to improved model stability and accuracy. The bar graph in Figure 
5 visually compares the accuracy and F1-score of NFSNIDS with other models, reinforcing 
the effectiveness of the proposed approach. The significant improvement observed in 
NFSNIDS suggests that stacked ensemble learning, when combined with effective data 
preprocessing techniques, can significantly enhance network intrusion detection performance. 
These findings validate the superiority of ensemble-based classification over traditional ML 
models in cybersecurity applications. 

4.2. Performance comparison of NFSNIDS with other ensemble models 

In this section, the proposed model NFSNIDS is compared with ensemble models RF, XGB, 
CatBoost, and GB. The results are displayed in Table 3 and Figure 4. 
 
 

Table 3. Accuracy and F1-Score of NFSNIDS and other ensemble models using the UNR IDD Dataset 



 

Models Accuracy F1- Score 

ADB 67.29 70.01 
XGB 97.58 97.58 
GB 93.28 93.24 
CatBoost 92.36 92.34 
RF 97.6 97.64 
ET 97.92 97.92 
LGBM 97.53 97.52 
NFSNIDS 98.15 98.14 

 

 
Fig 4. Bar Graph of Accuracy and F1-Score of NFSNIDS and other ensemble models using the UNR-IDD 

Dataset 
 

The performance evaluation of the proposed NFSNIDS model is conducted in comparison 
with various ensemble-based classifiers, including RF, XGB, CatBoost, GB, Adaptive 
Boosting (ADB), ET, and LGBM. The evaluation, based on accuracy and F1-score, is 
presented in Table 3 and Figure 4, highlighting the effectiveness of the proposed approach. 
The NFSNIDS model achieves the highest accuracy of 98.15% and F1-score of 98.14%, 
surpassing all other ensemble models. Among the comparative ensemble classifiers, ET and 
RF also demonstrate strong performance, with ET achieving 97.92% accuracy and 97.92% 
F1-score, while RF attains 97.60% accuracy and 97.64% F1-score. XGB and LGBM also 
show competitive results, with 97.58% and 97.53% accuracy, respectively. However, GB and 
CatBoost exhibit slightly lower performance, achieving 93.28% and 92.36% accuracy, while 
ADB lags significantly behind, with an accuracy of 67.29% and an F1-score of 70.01%. From 
the bar graph in Figure 4, it is evident that NFSNIDS outperforms all ensemble models, 
demonstrating its robustness and efficiency in intrusion detection. The superior performance 



of NFSNIDS is primarily attributed to its use of ET as one of the base models in the stacked 
ensemble framework. ET effectively mitigates variance in the dataset by employing a 
randomized split selection strategy, which significantly improves model generalization and 
classification accuracy. Compared to RF, which also addresses variance through 
bootstrapping and multiple decision trees, ET performs better due to its increased randomness 
in feature selection and tree splitting, reducing correlation among trees and improving 
predictive power. Furthermore, ET exhibits greater resilience in handling noisy features and 
imbalanced datasets, making it an ideal component for network intrusion detection. Unlike 
traditional bagging approaches, ET does not rely on bootstrap sampling, allowing it to use the 
entire dataset for training while still maintaining decorrelation among trees. This property 
enhances stability and contributes to NFSNIDS's superior performance over other ensemble 
models. The comparative analysis validates that NFSNIDS’s stacked ensemble architecture, 
leveraging ET and XGB along with a Logistic Regression meta-model, significantly enhances 
classification performance. The results confirm that ensemble learning, when optimally 
structured, provides better generalization and predictive accuracy, making it a reliable choice 
for cybersecurity applications such as intrusion detection. 

4.3. Performance comparison of NFSNIDS with models present in the literature 

The proposed model NFSNIDS is compared with State Of The Art (SOTA) models such as 
Sharma N V et al. [17], Abbas A et al. [18], Bhati B S et al. [36], Kharwar A R et al. [35] and 
the result is shown below in Table 4 and Figure 5. 

Table 4. Performance of NFSNIDS compared with SOTA models using UNR-IDD dataset 
 

Models Accuracy 
(%) 

Sharma N V et al. [ 17] 93.61 
Abbas A et al. [ 18] 80.8 
Kharwar A R et al. [35 ] 94.74 
Bhati B S et al. [ 36] 94.17 
NFSNIDS 98.15 

 

 



Fig 5. Bar Graph of Accuracy and F1-Score of NFSNIDS and SOTA models using UNR-IDD dataset. 

The performance evaluation of NFSNIDS is conducted in comparison with State-of-the-Art 
(SOTA) models proposed in recent literature, including the works of Sharma N V et al. [17], 
Abbas A et al. [18], Bhati B S et al. [40], and Kharwar A R et al. [39]. The results, presented 
in Table 5 and Figure 7, clearly demonstrate the superiority of the proposed NFSNIDS model 
in terms of classification accuracy. From Table 4, it is evident that NFSNIDS achieves an 
accuracy of 98.15%, which is significantly higher than the existing models. Among the 
SOTA models, Kharwar A R et al. [39] achieves the highest accuracy of 94.74%, followed 
closely by Bhati B S et al. [40] with 94.17% and Sharma N V et al. [17] with 93.61%. 
However, Abbas A et al. [18] exhibits relatively lower performance, achieving only 80.80% 
accuracy. In comparison, NFSNIDS surpasses the best-performing SOTA model by 
approximately 3.40% and outperforms the lowest-performing model by 17.34%, 
demonstrating its robustness and efficiency in handling complex classification tasks. The 
superior performance of NFSNIDS can be attributed to its advanced data preprocessing and 
classification strategies, which SOTA models fail to address effectively. A major limitation 
of existing SOTA models is that they do not incorporate effective techniques for handling 
class imbalance. Many real-world datasets, particularly in intrusion detection, exhibit 
significant class imbalance, leading to biased model predictions. Unlike these models, 
NFSNIDS employs SVM SMOTE oversampling, ensuring that minority classes are 
sufficiently represented in the training process, thereby mitigating the bias introduced by 
imbalanced data distribution. Additionally, SOTA models primarily rely on classifiers such 
as SVM, RF, DT, ET, and hard voting ensemble methods. While these approaches can yield 
moderate classification performance, they are often limited by their inability to effectively 
manage variance and bias in the dataset. Hard voting classifiers, for instance, combine 
multiple weak learners but fail to leverage the strengths of meta-learning approaches that 
optimize decision boundaries dynamically. RF and ET, while effective in reducing variance, 
still struggle when faced with high-dimensional feature spaces and complex decision 
boundaries. In contrast, NFSNIDS employs a stacked ensemble learning approach, 
integrating XGB and ET as base models with a Logistic Regression meta-model, which 
significantly improves generalization and classification accuracy. ET plays a crucial role in 
handling variance efficiently, while XGB enhances feature learning through gradient-boosted 
decision trees. Moreover, RFE and robust feature scaling further enhance model performance 
by selecting the most relevant features and minimizing the impact of outliers. From Figure 5, 
it is visually evident that NFSNIDS consistently achieves higher accuracy than all the SOTA 
models. This confirms that the integration of advanced ensemble techniques and balanced 
training strategies enables NFSNIDS to overcome the limitations of traditional classifiers. By 
effectively addressing bias-variance trade-offs, class imbalance, and feature optimization, the 
proposed model significantly outperforms existing methodologies, making it a highly reliable 
solution for intrusion detection and similar classification tasks. 

4.4. Ablation study of the Proposed NFSNIDS model 



This section deals with the efficacy of NFSNIDS model by comparing its performance with 
and without oversampling, with and without Feature selection, and it is discovered that 
performance improves as a result of a reduction in class imbalance as well as dimensionality 
reduction. The comparative performance is illustrated in Figure 6 and is described in detail in 
Table 5. 
 
Table 5. Comparative performance of NFSNIDS along with and without oversampling and Feature selection. 
 

Models Accuracy 
(%) 

F1-
score 

NFSNIDS without oversampling 97.68 97.69 

NFSNIDS without Feature Selection 97.82 97.84 

NFSNIDS 98.15 98.14 

  

 

Fig 6. Bar Graph depicting Comparative performance of NFSNIDS with and without Oversampling and Feature 
selection. 

The comparative performance analysis of the proposed model, NFSNIDS, with and without 
oversampling and feature selection is presented in Table 5 and Figure 6. The results indicate 
that the inclusion of oversampling and feature selection significantly enhances the overall 
model performance. From Table 5, it is evident that NFSNIDS achieves the highest accuracy 
of 98.15% and F1-score of 98.14%, whereas NFSNIDS without oversampling records a 
slightly lower accuracy of 97.68% and an F1-score of 97.69%. Similarly, NFSNIDS without 
feature selection attains an accuracy of 97.82% and an F1-score of 97.84%, which, although 
slightly better than the model without oversampling, still falls short of the fully optimized 
NFSNIDS model. These findings emphasize the importance of both oversampling and feature 
selection in enhancing model performance. A crucial factor contributing to the superior 
performance of NFSNIDS with oversampling is its ability to effectively address the class 
imbalance problem. In real-world datasets, minority class instances are often 



underrepresented, leading to biased predictions that favor the majority class. Without 
oversampling, the classifier tends to misclassify minority class instances, resulting in a 
decline in accuracy and F1-score. By incorporating SVM SMOTE oversampling, NFSNIDS 
balances the dataset by generating synthetic samples for the minority class, ensuring a more 
equitable distribution of class labels. This not only enhances the learning process of the 
model but also improves classification performance across all classes. Furthermore, the 
feature selection process also plays a significant role in boosting the model’s effectiveness. 
The Recursive Feature Elimination (RFE) method used in NFSNIDS identifies the most 
relevant features and eliminates redundant or less informative attributes. The performance 
drop in NFSNIDS without feature selection (97.82% accuracy vs. 98.15% in the optimized 
model) indicates that including all features without selection introduces noise and 
unnecessary complexity, which slightly reduces performance. By leveraging RFE, the 
proposed model improves classification accuracy by ensuring that only the most informative 
features contribute to the final decision-making process. Figure 6 provides a graphical 
representation of the comparative performance of NFSNIDS with and without oversampling 
and feature selection. The performance decline without oversampling and feature selection 
underscores the necessity of these techniques in achieving optimal results. The results 
reaffirm that oversampling enhances model generalization by mitigating bias introduced by 
imbalanced data, while feature selection refines the decision-making process by reducing 
noise and improving computational efficiency. In conclusion, the analysis demonstrates that 
both oversampling and feature selection are crucial for achieving high-performance 
classification models. The proposed NFSNIDS model, incorporating these techniques, 
significantly outperforms its counterparts that lack these enhancements, making it a more 
robust and reliable solution for intrusion detection and similar classification tasks. 

4.5. Efficacy of the Proposed NFSNIDS model for each Class 

Table 6 presents a class-wise breakdown of the NFSNIDS model’s performance using 
precision, recall, and F1-score metrics. The model achieved perfect scores (100%) for classes 
0 through 3 corresponding to ‘Normal’, ‘Blackhole’, ‘Overflow’, and ‘Diversion’ 
demonstrating exceptional accuracy in identifying these traffic types. For class 4 (‘Portscan’), 
the model achieved a precision of 93% and a recall of 96%, indicating a strong ability to 
detect Portscan activity, though with some misclassifications from other classes. Class 5 
(‘TCP-Syn Flood’) yielded a precision of 96% and recall of 93%, reflecting solid detection 
performance with a slightly higher rate of missed instances. The overall model accuracy was 
98%, underscoring its high effectiveness in multi-class network intrusion detection. These 
results highlight the model's strong generalization capability, minimal class bias, and reliable 
detection across common and rare network threats. The ROC-AUC curves for all classes, 
shown in Figure 7, further illustrate the model’s robust discriminative performance. 

 
Table 6. Class-wise performance of NFSNIDS model. 

Model Classes Precision Recall F1-score Accuracy 

NFSNIDS 
0- Normal 100 100 100 

98 
1- Blackhole 100 100 100 



2- Diversion 100 100 100 
3- Overflow 100 100 100 
4- Portscan 93 96 94 
5- TCP-Syn flood 96 93 94 

 

 

Fig 7. AUC-ROC curve for the Proposed NFSNIDS model.  

5. Conclusion & Future Scope 

This study presents NFSNIDS, a Non-evolutionary Feature Selection-based Network 
Intrusion Detection System using Stacked Ensemble Learning, addressing key challenges in 
IDS such as class imbalance, variance reduction, and feature selection. By integrating SVM 
SMOTE for oversampling, LOF for outlier detection, RFE for feature selection, and a stacked 
ensemble of XGB and ET with LR as the meta-classifier, NFSNIDS achieves superior 
accuracy and F1-score compared to existing approaches. Experimental results on the UNR-
IDD dataset confirm that NFSNIDS significantly outperforms standard ML classifiers, 
traditional ensemble models, and state-of-the-art IDS frameworks, achieving 98.15% 
accuracy and F1-score of 98.14%. Despite its effectiveness, computational complexity in 
real-time environments remains a challenge. Future work will focus on optimizing training 
and inference time while maintaining high detection accuracy. Additionally, deep learning 
models such as RNNs and transformers could be incorporated to enhance generalization and 
adaptability. Real-time adaptive IDS with online learning and reinforcement learning-based 
models is another promising research direction to detect evolving cyber threats dynamically. 
Evaluating NFSNIDS on large-scale real-world datasets and conducting enterprise-level 
deployment studies will further assess its scalability and practical applicability. NFSNIDS 
demonstrates the effectiveness of combining feature selection, oversampling, and stacked 



ensemble learning for IDS. Its high accuracy, robustness, and ability to handle imbalanced 
data make it a strong candidate for modern cybersecurity applications. Future advancements 
in computational efficiency, deep learning integration, and real-time adaptability will further 
enhance its capabilities in mitigating emerging cyber threats. 
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